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Abstract: From the perspective of the geographical distribution, considering production fare, supply chain
information and quality rating of the manufacturing resource (MR), a manufacturing resource allocation
(MRA) model considering the geographical distribution in cloud manufacturing (CM) environment is built.
The model includes two stages, preliminary selection stage and optimal selection stage. The membership
function is used to select MRs from cloud resource pool (CRP) in the first stage, and then the candidate
resource pool is built. In the optimal selection stage, a multi-objective optimization algorithm, particle swarm
optimization (PSO) based on the method of relative entropy of fuzzy sets (REFS_PSO), is used to select
optimal MRs from the candidate resource pool, and an optimal manufacturing resource supply chain is
obtained at last. To verify the performance of REFS_PSO, NSGA-II and PSO based on random weighting
(RW_PSO) are selected as the comparison algorithms. They all are used to select optimal MRs at the second
stage. The experimental results show solution obtained by REFS_PSO is the best. The model and the method
proposed are appropriate for MRA in CM.
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1 Introduction

Cloud manufacturing (CM) is a computing and
service-oriented manufacturing model developed from
existing advanced manufacturing models and enterprise
information technologies'''. It is supported by cloud
computing, IoT (Internet of Things), virtualization
and advanced

and service-oriented technologies,

computing technologies. CM aims to realize full
sharing and circulation, and on-demand use of various
manufacturing resources and capabilities.

In CM, distributed resources are packaged into
cloud services and are centrally managed. Cloud users
the cloud their

requirements. They can request services ranging from

can use services according to
product designing, manufacturing, testing, managing
and all other stages of a product life cycle'”. CM

provides enterprises, especially those lack of precise
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equipment and technologies, with high-quality cloud
services.

The manufacturing resource allocation (MRA) is
one of the key points of CM. Its optimal configuration
model and solving mechanism directly affect the rapid
and accurate sharing of cloud resources. Resource
allocation ( RA) problems have been paid close
A hybrid fuzzy
evolutionary algorithm for a multi-objective resource

attention by many researchers.

allocation problem, the student project allocation

problem, was presented by Rachmawati and

Srinivasan'®’. Lin et al.[*

proposed a multi-objective
hybrid genetic algorithm approach based on the
multistage decision-making model to obtain a set of

Pareto solutions. Chaharsooghi et al.'”’

proposed a
modified version of ant colony optimization, and the
updated algorithm was applied to multi-objective

( MORAPs ). Grid
1.t

resource allocation problems

systems were used by Li et a to consider the
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MORAP and scheduling problem in a grid computing
environment. Ko & Lin"" employed neural network to
make portfolio selection as a resource allocation

problem. Yin & Wang'®

employed the particle swarm
optimization (PSO) paradigm and presented a hybrid
execution plan that embeded a hill-climbing heuristic
into the particle swarm optimization ( PSO ) for
expediting the convergence to deal with the MORAPs.

1 [9]

Fan et a proposed a modified binary particle

swarm optimization algorithm to solve the MORAPs.
[10]

Garg & Sharma' ™’ utilized the PSO algorithm to solve
the multi-objective reliability-redundancy allocation
problem. Liu et al.'""’ proposed an improved NSGA-II
to solve multi-objective resource allocation and
activity scheduling for fourth party logistics. Song et
al.'"”" presented the latest development and future
directions of resource allocation in different full duplex
systems by exploring the network resources in
different domains. Deb and Myburgh'™ used a
computationally fast heuristic algorithm handling the

14 proposed

resource allocation problem. Zheng et al.
a hybrid energy-aware resource allocation approach to
help requestors acquire energy-efficient and satisfied
manufacturing services.

Known from the above analysis, less attention
has been paid to the integrated optimization of the
MRA problem. The resource allocation models are
MRA

based on the assumption that the preliminary selection

incomplete open-loop model. is researched

of resources has been accomplished. Meanwhile, the
( MRs )
malfunction has not been considered. In the mode of

cases that manufacturing resources

optimization, MRA is optimized as a multi-objective

optimization problem, not as
[15-16]

a many-objective
optimization problem

In this paper, MRA considering the geographical
distribution in CM environment is solved. A MRA
model considering the geographical distribution is
established. The model is
environment model that starts from the MRs’ demand

a closed-loop cloud

enterprise to the MRs’ supply enterprise, then from
one supply enterprise to another supply enterprise, at
last, from the last supply enterprise return to the
demand enterprise. The model is established based on
The model
includes two stages, preliminary selection stage and

the cross-geographical supply chain.
optimal selection stage. MRs are preliminarily selected
by using the membership function, then MRs that
have been chosen will be selected again by PSO based

on the method of relative entropy of fuzzy sets
(REFS_PSO). An optimal manufacturing resource
supply chain (MRSC) is obtained at last. At optimal
stage, the whether the MRs
malfunction or not are considered, the objective

selection states
function is an eight-objective function. The
performance of REFS_PSO is compared with NSGA-
IT, PSO based on random weighting (RW_PSO).
The remainder of this paper is organized as
follows. In Section 2, The MRA model considering
the geographical distribution is introduced, in that two
stages of the model are described. In Section 3, how
stage is
elaborated. Section 4 describes the procedure of

things work in the optimal selection

solving MRA problem considering geographical
distribution in cloud manufacturing platform (CMP).
In Section 5, experiments are implemented for
validating the effectiveness of REFS _ PSO. And
finally, the conclusion is obtained in Section 6.

2 The MRA model Considering the Geographical
Distribution

2.1 The Description

Fig. 1 shows the MRA model considering the
geographical distribution in CM environment. In the
figure, the solid lines represent the allocation process
of manufacturing resource. At this time, no
malfunctioning MRs occurred. When malfunctioning
MRs appeared, the dashed lines were used to show the
process of removing the malfunctioning MRs and
reconfiguring MRs excluding the malfunctioning MRs.
The dot-and-dash

monitoring process for MRs by the cloud platform. By

lines indicate the real-time
this model, the MR’ s demand enterprises would get
an optimal manufacturing resource supply chain
(MRSC). In this model, the suppliers’ MRs are
aggregated to cloud resource pool (CRP) by cloud
computing, the Internet of Things (IoT), and so on.
The information of MRs in CRP can be shared with
CMP. The MR’ s demand enterprises need to log in
CMP and submit tasks, then they will have a chance
to rent the MRs that can complete the submitted tasks.

The process obtaining an optimal manufacturing
resource supply chain with this model is as follows.
When CMP obtains the submitted task T, the task T is
immediately decomposed into m sub-tasks S,,(: = 1,2,
---,m) according to the production process. For each
sub-task S, , the manufacturing resources RP, are
selected by searching and matching mechanism from
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CMP,
complete S;, , where v = 1,2,---,

and those manufacturing resources R, can
V, ; V, indicates the
These
resources constitute the preliminary candidate resource

amount of the matched resources with S,..

pool (PCRP). Because the quantity of R, is huge,
certain candidate sources R, are selected from R, by
1,2, K.,
K, indicates the amount of the candidate resources.

using the membership function, where; =

During this preliminary selection stage, the optimal
candidate resources pool (OCRP) is obtained. Then,
the optimal manufacturing resource R,; for each sub-
task S, is selected as integrated optimization for task
T. The optimization is performed with REFS _PSO.
This is the optimal selection stage. All R,, of sub-task
SPi
supply chain.

constitute an optimal manufacturing resource

Feed back the information of malfunctioning resources
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Fig.1 MRA model considering the geographical distribution in CM environment

During the above process, CMP keep monitoring
of MRs
malfunctioning MRs,

the status in real time. If there are
including occupied resources,
the information will be returned to CMP. Meanwhile,
the command is sent from CMP to the cloud resource
In the cloud

the malfunctioning MR is removed,

pool to reconfigurate the resources.
resource pool,
then a new one is matched with sub-task S,, , the
malfunctioning MR is replaced by this new one. After
the operation preliminary selection and optimal
selection, a new optimal manufacturing resource
supply chain would be obtained by the integrated

optimization.

- 80 -

Three types of requirements are focused in the
the
The
the
production time and the production cost. The second
is the
logistics time,

optimization of MRA problem considering
geographical distribution in CM environment.
first one is

the production fare including

one supply chain requirements including
The

supply chains refer to the resource demanders to

logistics cost, and tardiness.

suppliers, between the suppliers of adjacent sub-
tasks, and from suppliers to demanders. The third one
is quality requirements including the processing
quality, reliability, and credibility. These three kinds

of requirements are modeled as eight objective
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functions. MRA problem considering the geographical
distribution is optimized by these eight objective
functions, and an optimal manufacturing resource
supply chain is obtained.
2.2 Preliminary Selection Stage

The manufacturing resources that can meet the
requirement of sub-task S,, are selected on CMP
according to the factors including production time,
production cost, processing quality and credibility.
The manufacturing resources selected on CMP are
regarded as the candidate resource, and a candidate
resource pool is built accordingly. The factors of
time, cost and quality are the basis for the MRA, so
these factors are translated into the membership
function. In this paper, the membership functions
including  production time, production cost,
processing quality are as follows:
|:P(i7f) = (i) q(iv) —q(i),;, 0Q,(v) _Qal<i)mini|
PD e =P 0D e = 4D ™ 1= Qi)

(D

where p(iv) , q(iv) , Q,(iv) represent the production

time, production cost, and processing quality of the
vth resource of ith sub-task respectively. The lower
bound, p(i)y, » (i) » @u(i) » and the upper
bound p(i),. , ¢(i),. are set based on the
requirement a sub-task S, for production time,
production cost, and processing quality. Q,(iv) is a
real number in range of [0, 1], that are obtained
from the assessment of various users in CMP. Formula
(1) is a matrix and the matrix elements of it are the
membership grade. The resources can be added to the
OCRP, only when its first dimension (p(iv) -
P(i) )/ (p(i) e = p(i) ) s in range of (0, 057,
second dimension (q(iv) - ¢(i),.)” (q(i) .. —
g(i),, ) is in range of (0, 0.5], and third dimension
(Q,(v) =0Q,0),,)/(1 -0, (i),,) is in range of
(0.5, 1].
2.3 The Optimal Selection Stage

After the candidate resource pool is built, an
optimal manufacturing resource supply chain will be
decided across three type of information. This
information includes production fare information, the
information of MRSC considering geographical
locations, and the dynamic quality rating of the
resource supplier. This information is translated to an
eight-objective mathematical model. The mathematical
model is as follows:

F = min (fl’ 2939/ 4>. 5’1 _f691 _ﬂal _fS)

where

2 Z (x5 x p(ij) ) (2)

=1 j=

fi= 2<aqxz(o;'>)+

Z Z 2 (b X 1, (i + DE)) +
2<a,0xz<10>> (3)

Z Z(xg x q(i) ) (4)

=1 j=

fi= leo,-xg(@')w

Y 2 2 (by oy ¥ (ij, (0 + D)) +

i=1 j=1 k=

> (ay x£(0)) (5)

7

m

fS:ZZ(xijx'meax{O,Di—Ci,-}) (6)

i=1 j=1

fi= (X ;m X Q,(if)))/m (7)
=% 2( X R.(i])))/m (8)
= (33 Gy xR /m 9)
S.t. :

Z x; =1
i=1
K;
2 ay = 1
. 1
2 Z GG+ Dk T
e
2 a, =1

fs > Qumin (10)
j; > I{an < 11)
j; > ]{qHMH < 12)
1,the jth candidate is chosen when processing
xX; = the ith subtask

y
0,otherwise

1,there is logistics connection between the

jth supplier of the first subtask and the

%o = resource demander
0,otherwise
1,there is logistic connection between the
by o = Jjth supplier of the ith subtask and the

kth supplier of the (i + 1)th subtask

0,otherwise

.81 -
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1,there is logistics connection between the

jth supplier of the last subtask and the
a =
o resource demander

0,otherwise

The production fare information is expressed by
/i function and f; function. The function f; is the
production time function that indicates the whole
production time of suppliers in the chain, where p ()
presents the production time of the jth supplier in the
ith sub-task. Function f; is the production cost function
that indicates the whole production cost of suppliers in
the chain, where ¢(ij) presents the production cost of
the jth supplier in the ith sub-task.
MRSC
geographical locations is expressed by f, , f, and f;

The information of considering

function. Function f, is the logistics time function. In
K

this function, Z (ag x 1(07) ) indicates the logistics
j=1

time from the resource demander to the candidate

where [(0f)

represents the logistics time between the resource

resource supplier in first sub-task,

demander and the jth supplier of the first subtask.

m-1 K K
2 2 X (by gy X LCE, G+ k)
i=1 j=1 k=1

indicates the logistics time between two candidate

resource suppliers in different place in adjacent sub-
Km
tasks. z (ay, % 1(jO)) indicates the logistics time
j=1
from the candidate resource supplier in last sub-task to
the resource demander. Function f, is the logistics cost
Ky
function. In this function, Z (ay x g(0j) ) indicates
Jj=1
the logistics cost from the resource demander to the

candidate resource supplier in first sub-task, where
2(0j) represents the logistics cost from the resource
demander to the jth supplier of the first subtask.

m-1 K Ky
Z Z Z (bij,(i+l)k Xg(ij,(i + l)k)>
i=1 j=1 k=1

indicates the logistics cost between two candidate

resource suppliers in different place in adjacent sub-
Km

tasks. 2 (a, x g(j0)) indicates the logistics cost
j=1

from the candidate resource supplier in last sub-task to
the resource demander. Function f; is the tardiness
function. This function represents the sum of penalty
cost caused by the producing delay of chosen

candidate sub-task, that is

.82 .

supplier of each

proportional to the delay time. In this function, D, is
the deadline of the ith sub-task, C; is the completion
date of ith sub-task by jth supplier, and y is the unit
delay cost.

The dynamic quality rating of the resource
supplier is expressed by f, , f; and f, functions.
Function f is the average processing quality function.
Function f; is the average reliability function. Function
/5 18 the average credibility function of suppliers in the
chain. The larger value of these three functions means
the better quality. Q,(i) , R,(ij) , R,(ij) are real
numbers in range of [0, 1] that respectively denote
the minimum value of processing quality, reliability
and credibility that supplier.
Egs.(10)—-(12) show that the candidate resource
suppliers are likely to be selected when f; , f, and f;

required for the

function values are greater then the minimum of these
three indicators.

3 The Relative Entropy of Fuzzy Sets for the
Optimal Selection Stage

The mathematical model established in the

optimal selection stage contains eight objective
functions. Thus, this is a many-objective optimization
problem. The relative entropy of fuzzy sets ( REFS)
is a significant part of the information entropy of
fuzzy sets. The relative entropy coefficient of fuzzy
sets (C,) is very important in the relative entropy of
fuzzy sets. This coefficient can indicate the similarity

U711 the Pareto solution can be

of different fuzzy sets
transferred to the fuzzy set and a fuzzy set of the ideal
solution can be obtained, the similarity between the
Pareto solution and the ideal solution can be
determined by this coefficient. Then multi-objective
optimization problems can be optimized based on this
coefficient. In this paper, the method of REFS could
be used to optimize the eight-objective mathematical
model in the optimal selection stage.

3.1 The Construction and Mapping of the
Fuzzy Set from the Many-objective
Function Value

Firstly, the eight-objective function values will
be converted into fuzzy sets. In this paper, the
objective function value Y = (f,, f,,-, f,;) Will be

,uy ) , where f}, is the M-th

objective function value, S is the fuzzy set of

mapped to S = (u,,u,,

membership function. u, is the M-th membership



Journal of Harbin Institute of Technology ( New Series) , Vol.26, No.4, 2019

function value. The membership function is used in
the mapping process. Thus, the connection between
function value and fuzzy set is established.

3.1.1 The mapping from the function value to the

Sfuzzy set
Function value of objective function M is mapped
to the membership grade by the membership function.
The membership function is given as follows.

1, fw(L) = Y
f.ew(i) ~ Ym .
W < fu(i) <y, (13)

Ym = Ym

0, fM(i) =
In the formula, u,(i) is the membership grade,

where 1 = 0,1,---,N and N is the number of the
solution, y,, , ¥, are the lower and upper bound of

uy (i) =

the objective function M respectively. It can be seen
from the membership function that how to decide the
upper and the lower bound is important. In this paper,
the objective function M as a single-objective function
is optimized a times by using PSO algorithm, and
then A (A e (0.5,1)) times of the average optimal
result is taken as the lower bound of the objective
Meanwhile, the
maximum function value of function M in the first

function M , recorded as vy, .
generation is recorded and the greatest one in o times
optimization is set as the upper bound, recorded as
Ymz -
3.1.2  Construct the fuzzy set of ideal solution

Each objective function is optimized as a single-
objective function by PSO algorithm to obtain the
optimal solution. And the function values of these
optimal solutions constitute of the ideal solution set

Yo = {/[1(0) 7f2(0) ,""fsw<0)}
where f,,(0) is the single-objective optimum function
value of Mth function. Then Y, is mapped to the fuzzy
set of ideal solution by using Eq.(13).
S(0) = Qul(O) yu,(0) o001y, (0) }
is the fuzzy set of ideal solution, where u,(0) is the
membership grade of Mth function after mapping with
Eq.(13).
3.1.3 Construct the fuzzy set of Pareto front
While solving many-objective optimization
problems with PSO algorithm, the Pareto front can be
obtained. The ith Pareto front
Yo = 0G0 L3 o fu(i) )

is mapped to the fuzzy set of Pareto front, S(i) =
tu, (i) ,u,(1) ,--+,u,(i)} , according to Eq.(13).

3.2 The Relative Entropy Coefficient of the
Fuzzy Sets
Once these two fuzzy sets are constructed, the
relative entropy coefficient of fuzzy sets is calculated
and is used to evaluate the similarity between two
fuzzy sets. The calculation process is as follows.
1) The relative entropy between S(i) and S(0) .
The relative entropy of two fuzzy sets is labelled
as E(S(i);S(0)) . The formula of E(S(i);S(0))
is given as follow

E(S (i);5(0)) == ( Z {u,(i)Inu,(0) + (1 -

w(D)In(1 =1, (0)) 1 + X 1u(0) -
I (i) + (1= 0,(0))In (1= (D)) )

2) The relative entropy coefficient of fuzzy sets.
The relative entropy coefficient is labelled as
C,(S(i);S(0)) and the calculative process is given

as follows.
N _ (MIn2) (E(S(0)) +E(S(i)) )
C.(5(2):5(0)) E(S(1);5(0))
(14)

where

E(S(0) )=—Mln2]; [1,(0)Inu,(0) + (1 -

u;(0))In(1 = u;(0)) |
E(S(i) )=~ > u(i)Inu (i) + (1 -

u())In(1 = u (i)

where E(S(0) is the entropy of fuzzy set of ideal
solution, E(S(i)) is the entropy of fuzzy set of
Pareto front.
3.3 The Realization of Many-Objective MRA

Problem by REFS_PSO

The relative entropy coefficient can indicate the
similarity of different fuzzy sets. The greater
coefficient means much similar. Thus it is reasonable
to adopt this coefficient as the criterion to judge the
quality of Pareto solution. When optimizing many-
objective problems with evolutionary algorithm
combined with REFS, this coefficient is used as the
fitness value to lead the individual evolution. The
larger the coefficient is, the better the solution is.

The PSO algorithm, a modern evolutionary-
based

developed by Kennedy and Eberhart'

computation  technique, was

18]

originally
to solve
continuous optimization problems. Recently there are
several successful studies about PSO focusing on

.83 .
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discrete problems such as the travelling salesman
problem ( TSP), project selection problem and job-
shop scheduling problems' "’ .

In this paper, PSO is combined with REFS. The
PSO based on REFS ( REFS _ PSO) is built to
optimize the eight-objective mathematical model of an
optimal MRSC. The scheduling process is encoded in
integer, then the real numbers are transformed to the
discrete process through the LOV ( Largest-Order- the
Value) ). The solving process is as follows:

1) Get the optimal solutions of eight single-
objective function with PSO algorithm, and use these
solutions to form the ideal solution set Y, for an
optimal MRSC. Y, is mapped to the fuzzy set of ideal
solution S(0) .

2 ) [Initialize Generate NP
particles with random positions X¢* (gen =0) and

the population.

gen
i

velocities v¥" , where gen is the current iteration of
evolution, and then calculate each particle’ s objective
function values with Egs.(2) - (9). Obtain Pareto
front Y¥" |, Y¥" is mapped to the fuzzy set of Pareto
front S(i) .

3) Calculate the relative entropy coefficient of
the fuzzy sets (C,(S(i);S(0))) with Eq.(14). This
coefficient is regarded as the fitness value to lead
particle evolution. Let P{" of each particle and its
coefficient C, equal to its current position and
C,(S(1);S(0)) ; and let G5 and its coefficient C,
equal to the position and C, of the best initial particle.

4) Maintain and update the external archive
based on C, .

5) Update the velocity and position of each
particle according to follow formulas.

vfg“"”) =" +c, r (P& - X)) +

e (G = X7

Xlggeuu) = X+ Ui(gen+l)
where, w is the inertia weight; ¢, , ¢, are influence
factors in the range of [0, 1];

6) Calculate each particle’ s objective function
(9). Pareto front V¥ is
obtained and mapped to the fuzzy set of Pareto front
S(i) .

7) Calculate the relative entropy coefficient
(C,(S(i);S(0))) with Eq.(14). For each particle,

its current coefficient with the coefficient of its P{™ is

values with Egs. (2) -

compared. If current value is better, then update P
and its C, with the current position and C, .

.84 .

8) Determine the best particle of the current
swarm with the best coefficient C, . If the C, is better
than C, of G¢" , then G and its C, with the position
and C, of the current best particle are updated.

9) Verify the termination conditions of the
algorithm. If the termination conditions are not
reached, then gen = gen+1, return to Step 4), else,
output the external archive.

4 Procedure of Solving MRA Considering the
Geographical Distribution

The MRA considering the geographical distribution
in CMP is solved from the perspective of the supply
chain. In this process, the states whether the MRs
malfunction or not are considered. The process is as
follows.

Step 1
decomposed to several sub-tasks according to the

Task decomposition. The task is

process requirement. The state of manufacturing
resources is monitored in real time. If the
manufacturing resources malfunction, the malfunctioning
resources can be found and deleted immediately.

Step 2 Match. After the task is decomposed in
CMP, the MRs that satisfy the requirement of sub-
task are matched from the cloud resource pool.

Step 3  Preliminary selection. Each MR that
can match with sub-task is estimated by Eq. (1), the
MRs that are selected by this membership function are
regarded as the candidate MRs. The candidate
resource pool is built.

Step 4 Optimal selection. Utilize PSO algorithm
containing REFS to optimize MRA considering the
geographical distribution. REFS_PSO is built, and is
used to obtain the optimal manufacturing resource
supply chain.

Step 5
Step 3, and Step 4, then go to Step 6, otherwise, the

If no MR malfunctions in Step 2,

malfunctioning MRs are removed from the cloud
resource pool, return to Step 2.

Step 6 Termination. An optimal manufacturing
resource supply chain is outputted.

5 Simulation Experiments

For validating the effectiveness of MRA model
considering the geographical distribution and REFS _
PSO, the simulation example is designed. The
processing time, the logistic time, and the quality
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information are given with Refs. [ 21 —22]. The
simulation example is a task that can be decomposed
to five sub-tasks. In order to embody that the model
has the instantaneity, the dynamic and the fault-
tolerance, the states whether the MRs malfunction or
not are set. In optimal selection stage, REFS_PSO is
used to get the optimal manufacturing resource supply
chain, NSGA-II and PSO based on Random Weight
(RW_PSO) are adopted as comparison algorithms.
5.1 Parameters Settings

The parameters setting of MRA is as follows,
which refer to Refs. [ 21, 23]. In the preliminarily
selecting stage, the amount ( V,) of MR that each sub-
task can be matched are all set to 15, the amount
(K,) of candidate resources of each sub-task are all
set to 5.p(i),,, =10, q(7),, =10, Q, (i), =0.65,
p(i) . =100, ¢(7) .. =100. These parameters are set
according to some actual tasks, and the Q, (), is
obtained by the evaluations of users who have utilized
This
preliminary stage can effectively filter some resources

the related resources. parameter setting in
with longer production time, higher production cost,
but lower processing quality. And in the optimal
selection stage, the unit delay costy = 1.5, Q, ... =
0.75, R =0.8, R, =0.8.0Q

than Q,, (i), because it is reasonable to set a higher

emin amin here 18 greatel‘

quality threshold in optimal stage than that in
preliminary stage.

For three algorithms, the population size is set to

50, the scale of individuals in the external archive

W, is set to 30, and the maximum number of

is 1000. In PSO, v

2.0, To improve the convergence performance of

[24-25] -

is adopted

iteration gen,, e = 1, ¢ = ¢, =

PSO, the adaptive adjustment strategy
to reduce w linearly. In NSGA-II, crossover rate P, =
0.9 and mutation rate P, = 0.1.

For calculating the membership grade, A = 0.9
and o = 10.

5.2 Result Analysis
5.2.1 The state that the MRs work normally

In Fig.1, the solid lines represent the allocation
process of MA, at this time, the malfunctioning MRs
do not occur. For each sub-task, from S, to S,s , at
most fifteen MRs that can realize the requirement of
sub-task are searched from CMP. The searched MRs
constitute the resource set. For example, the resource
set of Sy is (Rpyys Rppns Rps, =y Rpys, Rps
R;.15) , the resource set of S, is ( Ry, Rpyys Rpsss
s Rps, Rpsu,

selection stage of the allocation process begins. Five

Ry;s ). Then the preliminary

MRs are matched for each sub-task from these fifteen
MRs with the membership function. The matched
MRs the
candidate resource pool. Thus there will be 5° = 3125

as the candidate resources constitute
schemes of the manufacturing resource supply chain
for further selection.

Continually, the optimal selection stage of the
allocation process now starts. MRA is optimized by
REFS _ PSO. Table 1 shows the optimal results
obtained by REFS _ PSO and two comparison
algorithms, NSGA —1II and RW _PSO. Known from
the table, REFS_PSO obtains the smallest value for
the minimum optimization objective function f;(i = 1,
2,3,4,5) , and achieves the largest value in the
maximum optimization objective function f; , f; and f;.
The solutions obtained by REFS_PSO are superior to
by algorithms.  The
manufacturing resource supply chain

those other two optimal

is resource
demander — Ry, — Ry — Rpyy — Rpyy — Rps; —
resource demander. For REFS_PSO, the fitness value
( C,) is 0.745, that if far greater than 0.5. The
relative entropy coefficient is larger, so the similarity
between the Pareto solution and the ideal solution is
good, then function values of the Pareto solution

obtained by REFS_PSO is excellent.

Table 1 Optimal results while MRs work normally

Solution S g 5 Ja VE fs Jr Js C,
NSGA-II 165 136 300 408 298 0.837 0.852 0.842 /
RW_PSO 190 140 250 375 278 0.861 0.878 0.875 /
REFS_PSO 161 75 212 205 160 0.868 0.893 0.850 0.745
Ideal solution 135 60 160 200 32 0.920 0.908 0.911 /

5.2.2  The state that the MRs malfunction
Fig.2 shows the process of MRA when MRs
malfunction. The process that MRs are allocated is

described in solid line before MRs malfunction. The
process after MRs malfunction is described in the
dashed line.
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Before MRs malfunction, the process of match
and preliminary selection is the same with the process
described in Section 5.2.1. If there is certain MRs
malfunction before the optimal selection stage begins.
The malfunctioning messages are sent to CMP through
IoT system, the malfunctioning MRs will be replaced
immediately. For example, R, breaks down, and
R,,, turns from idle state to occupied state. The
procedure that the malfunctioning MRs are replaced is
as follows. For the sub-task S, and S,;, there are
malfunctioning MRs, R, and R,,, respectively. Then
R, and R,; are removed from the cloud resource pool

and the resource set . Including original MRs except

removed MRS, at most fifteen new MRs that can
realize the requirement of S,, are searched from the
cloud resource pool. The resource set of S, is
updated. For example, the new resource set of S, is (
Rpyys Rpzs Rpws Rpisy o Ry, Rypys, R
similar way, the new resource set of S, is ( Ry,
Rpyy ooy Risgs Rpssyy Rpsiyy Rpsis, Rpye ). The

new MRs for S, or S,; are selected from the new

pig ). In a

resource set with the membership function, and a new
candidate resource pool is built. Then through the
optimal selection stage, the manufacturing resource

supply chain can be obtained.

N
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Fig.2 The optimal allocation process during MRs malfunction

Table 2 shows the optimal results obtained by
three algorithms while MRs malfunction. Known from
Table 2, the performance of REFS _PSO is still as
good as ever. For five minimum optimization
objective function f;(i = 1,2,3,4,5) , the results
obtained by REFS_PSO are smaller than the values of
other algorithms.  For three
optimization objective function f; , f, and f; , the
results obtained by REFS _PSO are larger than the
values of other algorithms. The optimal
manufacturing resource supply chain obtained by
REFS _ PSO demander — R,
Rps; — Rps1, — Rpys — Rpsyo — resource demander. For

.- 86 -

two maximum

two

1S resource —

REFS _ PSO, the fitness value ( C,) is 0. 718,
indicating that the similarity between the Pareto
solution and the ideal solution is good, the results
obtained by REFS_PSO are close to function values of
ideal solution, then function values of the Pareto
solution obtained by REFS_PSO is excellent.

In the above experiment, the time that the MRs
malfunction is the time that preliminary selection stage
is to be finished and the optimal selection stage is
about to begin. However, in practice, the time is
uncertain. But the method proposed is still effective in
solving the problem no matter when the MRs
The will be

malfunction. malfunctioning MRs
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removed by the proposed method, the new MRs are
matched and added to the resource set. This process

embodies the instantaneity, the dynamic, and the
fault-tolerance of CM.

Table 2 Optimal results while MRs malfunction

Solution fi S /i Ja /s fo g Js C,
NSGA-II 190 148 305 403 276 0.828 0.844 0.858 /
RW_PSO 187 145 243 365 213 0.855 0.851 0.843 /
REFS_PSO 165 73 205 211 120 0.863 0.887 0.866 0.718
Ideal solution 144 55 181 176 45 0.907 0.902 0.915 /

6 Conclusions

In this paper, manufacturing resource allocation
(MRA) problems are studied from the perspective of
in CM
environment. Main work is as follows. First, the MRA

considering the geographical distribution
model considering the geographical distribution is
built, the model is closed-loop cloud environment
model that includes two stages, preliminary selection
stage and optimal selection stage. At optimal selection
stage, the states whether the MRs malfunction or not
are considered. Second, a many-objective optimization
algorithm, REFS _PSO, is described for optimizing
MRA
distribution. An optimal manufacturing resource supply

problem  considering the  geographical
chain is obtained at last. The results of experiments
indicate that the proposed model is effective, and
REFS_PSO can obtain better manufacturing resource
while other two

supply chain compared with

algorithms.
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